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Abstract 

Designing intelligent systems to classify text in the medical domain is a challenging task. There is 

a shortage of openly available medical datasets (due to HIPPA-related strict regulations on 

protected health information for patients). In this paper, we explore the application of Open Source 

Medical LLMs (such as Meditron LLM), generic Large Language Models (such as LLAMA2), 

and Small Language Models (such as Phi2) on medical text classification (medical abstract dataset). 

We show that PEFT approaches such as LoRA can perform very well in classifying medical text, 

which involves interpreting patient conditions and symptoms and determining what medical 

problems the patients have. These approaches (based on Large and Small Language Models) have 

outperformed the current state of the results on medical abstracts corpus. In addition to medical 

LLMs, the open-source generic LLMs can be adapted to solving classification tasks on medical 

text and perform nearly as well as the specialized medical LLMs. SLMs can be a serious contender 

for solving domain-specific classification tasks (e.g., medical literature). This shows that carefully 

selecting the training data and fine-tuning positively impacts classification accuracy, precision, 

and recall. Generic Language Models such as LLAMA2 (LLM) and Phi2 (SLM) weren’t 

specifically trained with medical text. Medical LLMs such as Meditron outperform LLAMA2 and 

Phi2 in precision and accuracy. This is quite evident as Meditron was originally trained on medical 

text. The (micro averaged) F1 score for the fine-tuned Meditron model is 0.64. This is superior 

compared to fined-tuned LLAMA2 of 0.58 and Phi2 of 0.62. We see that Phi2 can outperform 

LLAMA2 with fewer number of parameters. The approaches used in this work can be extended to 

other medical text classification problems in the medical domain. 

Keywords: Machine Learning, Natural Language Processing, Medical Text Analysis, Language 

Models. 
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1. Introduction 

Supervised learning approaches usually outperform unsupervised learning approaches when 

labeled data is available. In the medical domain, there is an immense curiosity to explore the usage 

of LLMs to assist medical professionals (like every other domain). By leveraging large datasets 

such as PubMed (containing citations and abstracts of Bio-Medical papers) [20] and Medical 

Guidelines [21], LLMs have been built to solve problems in the medical research community [22] 

[23]. One such recent and popular LLM is Meditron [24]. It is freely available on HuggingFace 

Hub for download and use. The Meditron LLM is based on a continued pre-trained LLAMA2 

model (on large medical text datasets). After this pre-training process, the LLM has shown 

incredible performance in answering queries related to the medical domain (e.g., MedQA [26], 

MedMCQA [27], etc.). This model has outperformed LLAMA-like models on such benchmarks. 

The LLAMA2 [25] model was trained on large publicly available datasets and is designed to be a 

generic model (which can understand natural language). Microsoft Phi2 [14] is another popular 

Small Language Model (SLM) model that was trained on textbook-like data (not specifically 

medical text). This study uses the Meditron 7B, LLAMA2 7B, and Phi2 model with LoRA (PEFT) 

finetuning. PEFT is an increasingly popular approach for finetuning language models for 

downstream tasks. LoRA [16] is one of the well-known PEFT approaches that is widely used. This 

approach works by learning partial weights (instead of updating all the language model weights). 

This approach is practical in adapting a generic purpose language model to different (but related 

tasks). 

We have chosen one specific medical LLM, a generic LLM, and an SLM for this study to compare 

performance on medical datasets. This ensures that the problem of medical abstract classification 

is tackled with various available language models (with different computing requirements). This 

work explored the Microsoft Phi2 model as an alternative, as Meditron and LLAMA2 have high 

computing requirements. The Phi2 model was trained on textbook data and performed much better 

on multi-step reasoning tasks than the LLAMA2 model. This was achieved with significantly 

fewer parameters (2.7 billion) than LLAMA2. The Phi2 model has a high potential to be fine-tuned 

on specialized tasks such as medical text classification. The LLAMA2 model trained on 7B 

parameters was explored in this work. This model was groundbreaking work when it was released. 

This was completed with GPT3.5 LLM in MMLU tasks. However, this model is large compared 

to Phi2. The Meditron LLM was based on continued pre-training of the LLAMA2 model (on 

medical text datasets). The Meditron LLM is generally considered superior in the medical domain 

compared to generic language models. We compare the results of this study with other 

unsupervised approaches like zero-shot and similarity-based approaches [18]. The dataset used in 
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this study has 14438 samples under different classes of diseases/medical conditions. These are 

categorized as Neoplasms, Digestive system diseases, Nervous system diseases, cardiovascular 

diseases, and General pathological diseases. The dataset is available with a train and test split of 

ratio 0.79 to 0.21. Zero-shot approaches based on DistilBERT, BART, and DeBERTa have shown 

the performance of F1 scores (micro-averaged): 0.25, 0.56 and 0.57 respectively [18]. Our LoRa 

fine-tuned language models LLAMA2, Phi2, and Meditron perform 0.61, 0.62, and 0.67, 

respectively. This demonstrates a better approach to solving the problem of medical abstract 

classification. 

2. Related Work 

There is extensive research in the application of machine learning in the medical domain. However, 

data availability is hindered due to government regulation of the health industry and privacy 

concerns protecting medical professionals and patients. The PubMed database comprises extensive 

bio-medical literature, life science journals, and online books. This is useful to NLP train models 

as this text is available at PubMed Central (provided by the U.S. National Institute of Health’s 

National Library of Medicine). The Meditron model was pre-trained on the PubMed dataset 

(selected abstracts, medical guidelines, etc.). This helps the Meditron model to identify and 

understand medical context and terminology. In the medical literature, there are popular 

approaches based on BERT [1][2][3][4][5]. These approaches have proven more popular than 

traditional approaches such as TF-IDF. The features from pre-trained BERT are obtained and 

passed to a classification algorithm to predict input clinical text [6]. Features obtained from a pre-

trained BERT capture context and meaning within a sentence (unliked TF-IDF, which treats each 

word differently and focuses on word frequency) [7][8][9][10][11]. The Phi2 model released by 

Microsoft Research has been used in several settings for efficient feature extraction [12][13][14]. 

These features can be used as embeddings, and classification can be performed on them. Parameter 

Efficient Fine-Tuning approaches such as LoRA are well-researched techniques to fine-tune large 

generic models to solve specific language generation/classification tasks. This results in relatively 

easy fine-tuning (with less compute and memory requirements) for downstream tasks [15][16][17]. 

BERT and Language Models extract embeddings from text that capture context and meaning. 

However, LLMs cluster similar words better than classical models such as BERT [19].  

For this study, we don’t explore traditional approaches such as TF-IDF and focus solely on 

language model-based strategies. This study compares a small language model (Phi-2), a large 

language model (LLAMA2), and a medical text pre-trained language model (Meditron) on medical 

text classification. 
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Figure 1: Experiment setup 

3. Methodology 

In this section, we describe our experimental setup. In Figure 1, we see how the experimental setup 

is configured. This diagram also shows how training/inference is run. We obtain the medical text 

from [18]. The dataset comprises five classes and is divided into train and test sets. This dataset 

consists of text describing the medical abstract of a patient's condition, and the label is that of the 

disease that this text is classified into. There are five kinds of classes in this dataset. These are 

Neoplasms, Digestive system diseases, Nervous system diseases, Cardiovascular diseases, and 

General Pathological Conditions. The dataset with the class distribution is described in Table 1. 

We can see from Table 1 that all classes aren’t distributed equally (based on frequency). For this 

reason, we employed weighted cross entropy to train our classifier (for Phi2, LLAMA2, and 

Meditron). The frequency of the class count determines the weights of the disease class. This 

ensures that there is no bias towards a particular class by the classifier. We use Stochastic Gradient 

Descent with a 0.0004 learning rate, batch size of 4, a momentum of 0.9, and train for three epochs. 

We trained Meditron for one epoch only as it has been pre-trained on medical text (and it needs no 

extra training). A weight decay of 0.01 is also added. This regularization effect prevents overfitting 

and improves the model's generalization. The model was trained on an A100 GPU (40GB). The 

experimental setup used HuggingFace APIs to load pre-trained Language Models such as Meditron, 

LLAMA2, and Phi2. The training took roughly 1 hour each. Smaller models, such as Phi2, took 
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significantly less time. This shows that smaller LLMs can be trained much faster with PEFT-LORA 

(as compared with larger models). The HuggingFace APIs also provide an easy-to-use interface to 

train a given LLM with the PEFT-LoRA approach. 

Table 1: Data distribution among classes 

Disease or Class Train Set Test Set 

Neoplasm 2530 633 

Digestive system diseases 1195 299 

Nervous system disease 1540 385 

Cardiovascular diseases 2441 610 

General Pathological Conditions 3844 961 

Total  11550 2888 

4. Results 

In this section, the results for these experiments are described. The results for the training and 

inference are shown in Table 2. We can see from Table 2 that the Microsoft Phi2 model with fewer 

parameters performs better than LLAMA2. However, the Meditron model outperforms LLAMA2 

and Phi2 as it was pre-trained on medical text from PubMed. This gives Meditron a significant 

advantage over other models in the medical domain. The Meditron LLM tokenizer is customized 

for medical text (that it was trained with). This results in much better performance compared to 

LLAMA2 (which was largely trained on internet data) and Phi2 (largely trained on textbook data). 

Meditron has significantly better precision, recall scores (we note these scores very sensitive in 

medical literature).  

Table 2: Precision, Recall and F1 scores on medical abstracts datasets 

Model F1-Score Precision Recall 

Meditron 0.67 0.67 0.67 

LLAMA2 0.61 0.61 0.61 

Phi2 0.62 0.62 0.62 
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5. Conclusions 

PEFT-LoRA approaches are instrumental in customizing (fine-tuning) generic and medical LLMs 

to various datasets. Meditron-7B model is a strong LLM for medical abstract classification tasks. 

It has much better precision and recall scores than LLAMA2 and Phi2. This approach can also be 

extended to other medical classification tasks (including Named Entity Recognition). Other 

models like Microsoft Phi2 have shown better than expected performance with fewer trainable 

parameters. However, Meditron-7B outperforms it in every aspect as the tokenizer is customized 

to medical text, and the model is much better at handling medical text than others. 

6. Recommendation 

Working in sensitive areas such as medical text classification, Meditron-7 B-like models are much 

more effective than models (LLAMA2) trained on generic internet data. Such models should be 

used with applications demanding high precision and recall scores. 
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