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Abstract 

Purpose – Although projects’ experts always take into consideration the related cost-risks. They are experiencing the 

challenge of not being able to finish the project within the estimated budget. Latest cost-risks studies concentrated 

on modelling and estimating risks at the preconstruction stage. This article aims to approach Monte-Carlo simulation 

using stochastic mathematical modelling to measure cost-risks error (i.e., adjusting cost-risks). 

Methodology – The approach of this research is solely quantitative. It is using statistical modelling and simulations 

to ensure the accuracy and precision of the developed Monte-Carlo model. However, this study is utilizing Microsoft 

Office Excel Software Mersenne twister algorithm to generate random numbers to ensure most accurate Monte-Carlo 

approach. The mathematical equations system is built into Excel.  

Findings – The research outputs are considered significant in project management body of knowledge. This is 

because of the resulted evidence that is proving the applicability to measure cost risks error using Monte-Carlo 

simulation. This study presented cost risks and differentiated between contractors’ and clients’ views.    

Unique contribution to theory, practice and policy – The originality of this article comes from providing the first 

Monte-Carlo approach for measuring projects’ cost-risks error from client’s perspective. The theoretical-implications, 

practical-implications, and limitations are presented in the conclusion for future research.  

 

Keywords: Adjusting Cost-Risks, Monte-Carlo, Probability, Normal Distribution, Residential Buildings, Project’s 

WLC, Mathematical Modeling, Relativity Change. 
 

1. INTRODUCTION 

In this article, the process of computing accurate risks’ errors will be detailed. This research will conduct 

Monte-Carlo Simulation to compute the adjusted and adjusting risks used in the cost estimation modelling. 

Therefore, this article Monte-Carlo simulation will be based on taking 10,000 random measures for each 

risk factor (i.e., 117 final validated risks) to provide accurate cost estimation results.  

It is important to know about the Monte Carlo approach's history to understand its value and importance 

(Jackel, 2002). In the 1940s, the Monte Carlo method for mathematical computation started by three 

American mathematicians (i.e., Nicholas Metropolis, John von Neumann, and Stanislav Ulam) during the 

entrance programable computers for the first time (Jackel, 2002). The approach did not have a name until 

Nicholas Metropolis, and Stanislav Ulam scientists used it to conduct a multi-dimensional statistical 

calculation analysis in 1949 and called it the Monte Carlo method (Jackel, 2002). Monte Carlo analysis is 

based on a computer algorithm to generate sufficiently random numbers to support mathematical 
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prediction equation approaching a stochastic process (Jackel, 2002). The following parts are including (1) 

cost risks minimum-maximum limits, (2) Monte-Carlo simulation approach, (3) Data Mean Shifting 

Mathematics, and (4) cost risks Monte-Carlo modelling.  

 

2. LITERATURE REVIEW 

This part of the research will review relevant literatures to justify scientifically the reasons of 

approaching Monte-Carlo simulation to measure cost risks from clients’ perspective. The following 

literatures is including: (1) Cost Risks Minimum-Maximum Limits and (2) Monte-Carlo Simulation 

Approach. 

 

2.1. Cost Risks Minimum-Maximum Limits 

The cost risk range identification, including minimum and maximum limits, is an essential 

mathematical process before moving to Monte Carlo simulation. It is done after validating all collected 

data (i.e., risks, impact, and probability). Each validated cost risk has a mean and standard deviation value. 

This research is using experts’ data to simulate actual costs in the future. It will require a minimum sample 

size equal to 385 for unknown populations using Equation 1 (Sathian et al., 2010). Alternatively, a sample 

size equal to 400 from published quantitative sample-size tables (Singh & Masuku, 2014).  

n0= 
𝒛𝟐 𝒑 𝒒 

𝒆𝟐                            (1) 

n0= Sample Size 

Z= Standard score 

p = the (estimated) proportion of the population (variability) 

q = 1 – p 

e = Desired precision level (i.e., 0.05 for 95% confidence level) 

Therefore, the following quantitative minimum required sample calculation of unknown population, 

using Equation 1, is including Z= 1.96 (Sathian et al., 2010). It is assuming the population error of 

confidence level 95% as e (i.e., 1 - 0.95 = 0.05) and it is assuming maximum variability as justified earlier 

(i.e., P = 0.5).  

𝑆𝑎𝑚𝑝𝑙𝑒 𝑆𝑖𝑧𝑒 =
1.962 ∗ 0.5 ∗ 0.5

0.052
= 384.16 ≈ 385 

 

Alternatively, it is possible to use the Monte Carlo simulation to cover the smaller sample size gaps. 

This research study is justified in how the acceptable sample size is equal to 55 face-to-face survey 

interviews. Therefore, this research study does not follow the published table or sample size mathematical 

calculations, as mentioned in Equation 1. However, it still requires to include accurate mathematical 

modelling to deliver an accurate final cost estimation model. Monte Carlo simulation can guaranty the 

high precision of each modelled variable (Heijungs, 2020). It requires upper and lower limits to ensure 
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precise accuracy (Heijungs, 2020). These limits need to be around the actual population's mean using 

standard deviation (Heijungs, 2020). Therefore, adequate sample size and data collection methods ensure 

accurate means and standard deviations as justified earlier. These data will successfully represent the 

population's mean and standard deviation, as proved earlier. Therefore, in this research study, Monte Carlo 

variables’ modelling limits are extracted from the validated experts’ face-to-face survey interviews to 

ensure accuracy. Figure 1 clarifies the difference between accuracy and precision (Heijungs, 2020). Valid 

data will ensure accuracy, and Monte Carlo simulation will ensure the precision of each variable. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Finally, Equation 2 is used to define the Monte Carlo upper and lower limits. The following part will 

detail how Monte Carlo simulation is accomplished in this research study. 

 

𝑴𝒐𝒏𝒕𝒆 𝑪𝒂𝒓𝒍𝒐 𝑼𝒑𝒑𝒆𝒓 𝒂𝒏𝒅 𝑳𝒐𝒘𝒆𝒓 𝑳𝒊𝒎𝒊𝒕𝒔 = 𝑪𝒐𝒔𝒕 𝑹𝒊𝒔𝒌 𝑴𝒆𝒂𝒏 ± 𝑺𝒕𝒂𝒏𝒅𝒂𝒓𝒅 𝑫𝒆𝒗𝒊𝒂𝒕𝒊𝒐𝒏                (2) 

 

2.2. Monte-Carlo Simulation Approach 

This part will explain how Monte Carlo modelling is validated in this research study. Monte Carlo 

modelling is the stochastic mathematical estimation modelling of this research study (Bukaçi et al., 2016). 

This method is used to maximize the likelihood of functions representing actual results at absent data 

incidence (Caffo et al., 2005). It is also used in previous research to maximize linear equations' likelihood 

to represent actual data (Lai & Lin, 2011). Also, researchers proved that it is valuable for conducting 

unbiased simulations (Thompson & McLeod, 2009). However, it is found in previous research that Monte 

Carlo simulation requires a minimum number of iterations (i.e., random values) to validate functions’ 

likelihood of actual representation (Heijungs, 2020; Bukaçi et al., 2016; Caffo et al., 2005; Nowak et al., 

2016; Thompson & McLeod, 2009). It is found that previous research used a wide range of valid Monte 

Carlo iterations, including 100, 1,000, 10,000, 1x105, and 1x107 (Heijungs, 2020; Nowak et al., 2016; 

Thompson & McLeod, 2009). It is also extracted from the literature that Monte Carlo required the number 

of iterations based on the research type (Heijungs, 2020; Bukaçi et al., 2016; Caffo et al., 2005; Nowak et 

al., 2016; Thompson & McLeod, 2009). It is unnecessary to have more accurate outputs by adding more 

iterations; in other words, previous research proved that using 1x105 iterations is more accurate than using 

1x107 iterations for the same study (Thompson & McLeod, 2009). It is essential to identify the minimum 

required iteration number in this research. Moreover, in literature, similar life cycle assessment studies 

declared that it is common to use ≥10,000 iterations for Monte Carlo modelling and recommended this 

minimum valid number (i.e., 10,000) for life cycle assessment studies (Heijungs, 2020). Therefore, this 

research study uses 10,000 iterations for each cost risk Monte Carlo simulation without increasing 

iterations to prove its validity.  

Precision Accuracy 

Figure 1. The difference between accuracy and precision (Heijungs, 2020). 
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The mathematical modelling equations of this research Monte Carlo simulation require several 

assumptions to validate it from a client perspective at the pre-construction stage. These assumptions are 

listed based on what is explained earlier as the following: 

• Constructions and projects industry experts provide all survey risks. 

• All weighted risks have an appropriate risk management system set by contractors with values equal 

to what is provided by industry experts. These risk values are identified and assessed successfully by 

contractors throughout the projects’ whole life cycle.   

• All risks identified by industry experts have been considered by contractors and included in the 

contract value cost. Therefore, the contract bill of quantity pricing is done by contractors and is 

including all identified risks by industry experts. 

• The Monte-Carlo simulation will be used to calculate the error in the project’s risk management 

system and find the adjustment value for each risk factor. It is required because the project's actual 

costs are not matching pre-construction estimated costs as justified earlier. Therefore, this is evidence 

of having errors in experts identified risk values. Moreover, it will be corrected through this research 

Monte Carlo method. 

• The adjustment values are errors of mean risks, minimum risks, and maximum Risks. It will be used 

in the final system dynamics model to ensure that the estimated cost includes all its possible impacting 

risks. This will be including the known risks’ weightage identified by experts (i.e., known-known and 

known-unknown risks). Moreover, it will include the unknown risk error (i.e., unknown-unknown 

risks) by conducting Monte-Carlo Simulation for each cost risk variable.  

• Based on the justified reasons behind considering the error of experts’ judgment when estimating 

costs at the pre-construction stage from a client perspective, the final model’s minimum, mean, and 

maximum risks are the error of minimum, mean, and maximum risks.  

The adjusted mean is the sample mean after implementing Monte Carlo outputs. This research assumes 

that the population mean equal to the adjusted mean after finding out each risk variable's error and 

embracing it in the variable's sample mean. This declaration is to recommend further research periodically 

to measure risks error and update it continuously. However, as of this research time, all risks are considered 

accurate and reflect the population's actual data. 

From Figure 1, it is clear why using Monte Carlo simulation is essential. However, shifting data means 

should be done based on moving the full distribution to avoid discrediting experts' data. The mean only 

shall be moved toward the believed actual population means µ without changing each risk's standard 

deviation. Figure 2 clarifies how this research intends to conduct the required shift successfully. 

 

 

 

 

 

 

 
Figure 2. Shifting data mean without discredit distribution reliability should be without 

changing the standard deviation. 
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The reason behind fixing each variable’s standard deviation is to maintain experts’ data reliability and 

validity. Figure 3 shows how standard deviation change impacts data distribution significantly and 

withdraws data credibility. However, the normal back distribution has the largest standard deviation. The 

red-normal distribution has a smaller standard deviation than the black one, but it is larger than the normal 

green distribution standard deviation. Finally, the green-normal distribution has the smallest standard 

deviation. 

 

3. RESEARCH METHODOLOGY 

The research methodology of this article is to develop statistical and mathematical systems using 

Microsoft Office Excel software Mersenne twister algorithm to satisfy the requirements of the desired 

Monte-Carlo stochastic approach. Therefore, the research approach in this paper is pure quantitative. This 

paper approached 55 construction/project experts, in a face-to-face survey interview, to collect 

quantitively the cost risks values and validated them statistically prior utilizing it in the developed Monte-

Carlo model.    

 

4. ANALYSIS AND DISCUSSION 

Monte Carlo cost risks model is developed in this part of the research and analysed using the validated 

data and the developed equations system. Each raw in the Excel sheet shown in the appendix is a separate 

Monte Carlo model for the identifies cost risk. The following parts in this section are detailing the analysis 

processes through a critiqued discussion; however, this is including: (1) Data Mean Shifting Mathematics 

and (2) Cost Risks Monte-Carlo Modelling. 

 

4.1. Data Mean Shifting Mathematics  

In this part of the paper, a detailed process of how to satisfy the previously discussed approach 

mathematically to achieve a successful Monte Carlo Modelling of costs risks. Therefore, the adjusted 

mean value can be calculated for each risk variable using Equations 3. Then, the adjustment mean value 

(i.e., error) can be calculated for each risk variable using Equation 4. This process is clarified in Figure 4 

for better understanding. 

 

Figure 3. Showing how shifting data mean while changing its standard deviation discredit the full data distribution and withdraw its reliability and validity. 
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Adjusted Mean Value = Min+[MC*(Max–Min)]                                    (3) 

Min is the Minimum Survey Risk Value  

Max is the Maximum Survey Risk Value 

MC is Monte Carlo average of 10,000 random values (between 0 to 1). 

 

Adjusted Mean Value = δ =|
𝝂𝑨−𝝂𝑬 

𝝂𝑬
| *100                                            (4) 

δ  is the percent error.  

𝝂𝑬 is the Maximum Survey Risk Value 

𝝂𝑨
 is the Believed actual value (i.e., adjusted value). 

 

After implementing the Monte Carlo simulation method, final system dynamics data inputs can achieve 

the required accuracy and precision, as shown in Figure 5. This will improve the final cost estimation 

using the system dynamics approach. 
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Figure 4. clarify the difference between survey risk mean and adjusted risk mean for the same data distribution of each variable. 

 

Figure 5. Experts’ data and Monte Carlo modelling impact on final outputs’ accuracy and precision. 
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However, it is found that Adjusted Mean Risk, Adjusted Maximum Risk, and Adjusted Minimum Risk 

have the same mathematical relationship between Survey Mean Risk, Survey Maximum Risk, and Survey 

Minimum Risk. This is justified and proved in Equations 5 to 14. These equations clarify how the adjusted 

minimum and adjusted maximum values are mathematically calculated. 

 

Based on 95% Confidence: 

Max Risk = x̄ + 2𝜎                                                                    (5) 

Min Risk = x̄ − 2𝜎                                                                     (6) 

𝝈 is the risk standard deviation 

�̄� is the survey sample mean risk 

Max Risk is the Normal Distribution Upper Limit 

Min Risk is the Normal Distribution Lower Limit 

 

From equations 5 and 6: 

𝟐𝝈 = 𝑴𝒂𝒙 𝑹𝒊𝒔𝒌 − �̄� =  �̄� − 𝑴𝒊𝒏 𝑹𝒊𝒔𝒌                                                    (7) 

𝟐 �̄� = 𝑴𝒊𝒏 𝑹𝒊𝒔𝒌 +  𝑴𝒂𝒙 𝑹𝒊𝒔𝒌                                                             (8) 

 

From equation 4: 

Adjustment Mean Value (error) =
𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑀𝑒𝑎𝑛− x̄

x̄
                                    (9) 

 

By feeding equation 9 into equation 8 and by using mathematical multiplication and division properties: 

 

2 x̄ ∗
𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑀𝑒𝑎𝑛− x̄

x̄
    = (𝑀𝑖𝑛 𝑅𝑖𝑠𝑘 + 𝑀𝑎𝑥 𝑅𝑖𝑠𝑘) ∗

𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑀𝑒𝑎𝑛− x̄

x̄
                     (10) 

2 x̄ ∗ 𝐴𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 𝑀𝑒𝑎𝑛 = (𝑀𝑖𝑛 𝑅𝑖𝑠𝑘 + 𝑀𝑎𝑥 𝑅𝑖𝑠𝑘) ∗ 𝐴𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 𝑀𝑒𝑎𝑛                         (11) 

2 𝐴𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 𝑀𝑒𝑎𝑛 = (
𝑀𝑖𝑛 𝑅𝑖𝑠𝑘

x̄
+

𝑀𝑎𝑥 𝑅𝑖𝑠𝑘

x̄
) ∗ 𝐴𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 𝑀𝑒𝑎𝑛                              (12) 

Adjustment minimum risk value =
𝑀𝑖𝑛 𝑅𝑖𝑠𝑘

x̄
∗ 𝐴𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 𝑀𝑒𝑎𝑛                                (13) 

Adjustment maximum risk value =
𝑀𝑎𝑥 𝑅𝑖𝑠𝑘

x̄
∗ 𝐴𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 𝑀𝑒𝑎𝑛                               (14) 

 

Therefore, it is mandatory to approach the Monte Carlo method in this research to obtain the minimum, 

mean, and maximum risks error. This process will have the required 10,000 random iterations generated 

using the Microsoft Office Excel software program. Then, start computing using equations 5 to 14.  
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In order to ensure the implementation of accurate and successful Monte Carlo simulation for the verified 

data, it is mandatory to understand the basic software mathematics used to generate random numbers. 

Furthermore, to confirm that chapter 4 developed mathematical modelling equations that can be computed 

utilizing Excel software. Therefore, by reviewing the Microsoft Office Excel official manual, it has been 

found that Excel RAND() function is the approach to generate random numbers between 0 and 1 (RAND 

function, 2020). It is also stated clearly that RAND() function uses the Mersenne twister algorithm to 

generate random numbers (RAND function 2020). According to the literature, the Mersenne twister 

algorithm is one of many computer algorithms to generate pseudorandom outputs (Self & Mackey, 2016; 

Graham & Talay, 2013). According to the linear feedback shift register, the Mersenne twister is one of the 

most important random number generating algorithm based on its historical strength (Self & Mackey, 

2016). It has been proved accurate for linear congruential generation and linear functions (Self & Mackey, 

2016). Therefore, this research will use the Microsoft Office Excel software program to approach Monte 

Carlo stochastic mathematical modelling to compute risks error using Figure 6 algorithm and equations 

15 and 16. 
 

Adjusted Mean Using Excel = RAND()*(b-a)+a                                          (15) 

=
∑ 𝑅𝐴𝑁𝐷() 10,000

 1

10,000
∗ (𝑏 − 𝑎) + 𝑎                                                (16) 

a = the Minimum Survey Risk Value  

b = the Maximum Survey Risk Value 

RAND() = Monte Carlo pseudo-random values (between 0 to 1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This research data's calculated error is based on normally distributed data as explained and justified 

earlier. It will be taken based on using distribution properties (i.e., Mean and Standard Deviation) to apply 

risks’ error impact on the contract value at the design stage to estimate final costs and cashflows. Therefore, 

each error set related to a variable requires to have the same behavior of its data (i.e., normal distribution 

Figure 6. Microsoft office official random equation used in excel (RAND function, 2020). 
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mean, standard deviation, upper limit, and lower limit). The detailed process shown in Figure 7 must be 

followed and reflected in the analysis to satisfy this requirement. Otherwise, the mean risk might be lower 

than the upper limit or more than the upper limit. The procedure shown in Figure 7 ensures that 

mathematical statistics theory applies on a higher generalization level. Similar research about buildings’ 

operations and management used this approach to check if a theory's relevance can be extended (Meredith, 

1998). Researchers’ evidence, for approaching testing theories' relevance extension, is based on replacing 

Newton’s gravity theory with Einstein’s relativity theory due to generalization (Meredith 1998). Previous 

literature declared that weighted cost-risks measurement in a project’s delivery is achieved by conducting 

a sensitivity analysis to measure its relativity using a risk assessment probabilistic approach (Akinyemi et 

al., 2009). It is essential to understand the driving risk force to assign it as the relativity gravity center of 

each problem (Flores-Colen et al., 2010). Gravity term is used because objects’ behavior relatively 

changes toward each other concerning their response to gravity force. Relativity change in this research 

can be defined as the change of data errors (i.e., ΔMinimum and ΔMaximum) using ΔMean as the main 

driving force connecting all data distribution changes relative to its change. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7. Computing ΔMinimum and ΔMaximum using ΔMean and equations 9 to14. 
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4.2. Cost Risks Monte-Carlo Modelling  

According to researchers, to identify the accuracy of parameters and attributes measurements, it is most 

recommended to have a stepwise regression followed by a Monte Carlo simulation (Yang et al., 2019). 

Built environment projects have cost estimation issues due to client requirements (Ahiaga-Dagbui & 

Juffermans, 2019; Oswald et al., 2020). This requires having an estimation model from client perspectives. 

Monte-Carlo calculation of adjusted and adjusting risks is based on the final SPSS validated data outputs.  

In the appendix table, Monte Carlo modelling is fully detailed to obtain the final desired outputs (i.e., 

risks errors). The first column from the left side is including the serial numbers of each cost risk and the 

alphabet letter of each variables’ group, as shown in Figure 8. However, in Figure 8, the risk description 

is represented in the second column of the appendix table, and its reference is CA1 (i.e., C = CAPEX, A 

= Group Symbol, and 1 = the activity number under the group). 

 

 

 

 

 

 

 

 

 

 

The third and fourth columns are the survey risk mean and standard deviation after validating data using 

SPSS software, as shown in Figure 9. However, to facilitate clarifying further coming calculations in the 

appendix Table, the survey risk mean column is given a symbol X1 as shown in Figure 9. After that, the 

lower and upper limits are calculated, as shown in Figure 10, using equations 5 and 6 fifth and sixth 

column of the appendix table. However, they are given symbols Xmin and Xmax, respectively, to facilitate 

further calculations understanding of Monte Carlo simulation. In Figure 11, the seventh and eighth 

columns present the average percentage of 10,000 random values used in Monte Carlo simulation and the 

adjusted Mean value (i.e., X2 in the appendix table) using equation 9. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. CA1 ΔMinimum , ΔMean, and ΔMaximum from the appendix table. Calculations are using equations 9 to 14 and figure 7. 

 

Figure 8. Cost risks description and reference code (i.e., CA1) 
from the appendix table. 

Figure 9. CA1 Cost risks SPSS Mean and 

Standard Deviation from the appendix table. 

Figure 10. CA1 Cost risks Lower and Upper 
Limits from the appendix table. 

Figure 11. CA1 10,000 iterations average & cost 

risks adjusted Mean from the appendix table. 
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Then, the calculations of mean error and the relativity change of data upper and lower limits, as 

explained earlier, is done using equations 9 to 12, as shown in Figure 12. However, these calculations 

occur in each cell of the ninth, tenth, and eleventh columns of the appendix table, respectively. However, 

the equations used in each of these columns use introduced symbols mentioned previously in the appendix 

table column for better understanding, as shown in Figure 12.  

Finally, in Figure 13, the difference between validated data survey means and adjusted Monte Carlo 

simulation means is presented graphically and numerically, respectively, in the twelfth column. It is used 

to have a balanced random value’s average by ensuring almost 50% of the differences under positive and 

negative changes. This will avoid any bias with or against experts provided data, as shown in Figure 14. 

 

 

 

 

 

 

 

 

 

 

 

 

The model is finalized after simulating several random iterations and fixed the values that caused 58 

positives and 59 negatives (i.e., almost 50% in positive and 50% in negative) as counted in the last column 

of the appendix table and as shown in Figure 14. After that, from Figures 8 to 13, the appendix table is 

explained using the same cost risk (i.e., under CAPEX, construction activities group, selection method 

risk = CA1=first raw). Thus, the Monte Carlo simulation of this risk will be detailed as an example of 

what the appendix table data reflects. The most important part is how columns nine to eleven calculate 

relativity change using Figure 7 approach. From using equation 8 (i.e., 2 x̄ = 𝑀𝑖𝑛 𝑅𝑖𝑠𝑘 +  𝑀𝑎𝑥 𝑅𝑖𝑠𝑘) 

Figure 12 shows that Rmin (i.e., risk lower limit relativity change) is equal to 0.001422906. Furthermore, 

Rmax (i.e., risk upper limit relativity change) is equal to 0.008097921. Moreover, Rmean (i.e., risk’s 

adjustment Mean) is equal to 0.004760413. Therefore, equation 8 can be satisfied through the following 

substitution. 

 

 

 

 

 

Each row in the appendix table is a Monte Carlo Simulation for each risk, as explained in this article. 

 

4. CONCLUSION 

In summary, this article introduced the history of Monte Carlo modelling and its importance in 

estimating unknown numerical values using a probabilistic stochastic approach. Also, it is clarified how 

the Monte Carlo simulation relates to cost-risks outputs. Therefore, this article is presenting 117 Monte 

Carlo simulations to end with the 117 values of Rmin, Rmean, and Rmax to be used in system dynamics 

cost modelling. 

2 ∗  0.004760413 = 0.001422906 +  0.008097921 

0.00952083 = 0.00952083 

Figure 13. CA1 and CA2 Cost risks deference 

between the survey and the adjusted Means 
from the appendix table. 

 

Positive Negative

58 59

Deference between Survey Risk Mean and 

Adjusted Mean %

117

Figure 14. Balancing the appendix table Cost risks 

deference between the survey and the adjusted Means. 
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4.1. Originality  

According to the best knowledge of the author, there is no previous research approached identifying 

residential projects whole life cycle cost-risks, from client perspective at the preconstruction stage, using 

Monte-Carlo simulation approach. 

 

4.2. Theoretical Implications  

This article output is considering the cost-risks from client perspective after obtaining the tender 

contract value from contractors. The project’s contract value is including identified cost risks and its 

assessment costs by contractor’s experts. Further research is recommended to investigate the reason of 

project cost estimation error compared with the actual completion costs. 

 

4.3. Practical Implications  

This article provides Monte-Carlo approach to measure the error to adjust estimated contractual costs 

and predict the actual cost at the end of the project. Project management professional. 

 

4.4. Limitations and Future Research  

The limitations of this research have been collected and summarized as the following: 

1- The collected data was based on experts’ face-to-face survey interviews and Monte Carlo 

stochastic modelling. It is recommended to investigate the model response after using published 

tables sample size for data collection. Experts identified risk values against previous historical 

completed projects (i.e., at least 30 projects) to calculate each risk error and adjust risk value feed 

into the system dynamics cost model.  

2- Finally, this research included, in Monte Carlo simulation, 10,000 iterations as the minimum 

required iterations. However, according to the researcher's best knowledge, no one used system 

dynamics for cost modelling in previous research. It is recommended to investigate the impact of 

changing the Monte Carlo iterations number on the developed system dynamics cost modelling 

accuracy. 
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