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Abstract 

Purpose – Project management cost and risk modelling is experiencing the challenge of identifying cost risks values 

to maintain accurate modelling, estimating, and assessment. Latest research focused on cost and risk modelling and 

estimation. The significance of cost risks numerical values come from its ability to be used in many different analysis 

and approaches. This article aims to identify residential building projects’ whole life cycle cost risks numerical values 

in UAE at the preconstruction stage and ensure its reliability and validity.  

Methodology – The approach of this research is pure quantitative. The methodology of this research is to collect data 

though conducting face-to-face interviews quantitatively (i.e., cost risks values). The survey is using PMBOK risk 

matrix (i.e., probability vs. impact). Finally, data correlation and regression modelling ware done to ensure the 

reliability and validity of each cost risk value. 

Findings – This paper was able to deliver reliable and valid residential project’s whole life cycle cost risks values 

(i.e., 117 cost risks) for direct use in future research or practical professional cost analysis.  

Unique contribution to theory, practice and policy – This article contribution to the project management body of 

knowledge is to collect all relevant cost risks (i.e., 117 cost risks) and obtain their values from UAE field experts for 

the first time. The provided values are for residential project in UAE only. The perspective of how to look to cost 

risks values in this article (i.e., contractors’ and clients’ views) should be considered at the time of using the data. The 

consultancy services organizations will have different cost risks because they do not deal with delivering the final 

product, but they provide supporting services (i.e., design and supervision) to facilitate delivering the project.  

 

Keywords: Cost Risks, Correlation, Regression, Experts, Building, Reliability, Validity, Project’s WLC. 
 

1. INTRODUCTION 

This article introduces the first numerical values of residential project’s whole life cycle cost risks in the 

United Arab Emirates. The implementation of data collection and validation procedures will be detailed 

following the explained and justified research methodology design of this research. The literature review, 

problem statement, and research methodology will be presented and detailed in the beginning. Then, in this 

article, there are four main arguments related to data collection and analysis, including (1) data collection 

strategy, (2) experts’ competencies, (3) data correlation analysis, and (4) data regression analysis. Finally, 

the originality of this research is presented along with its theoretical implication, practice implication, and 

limitations for future research.  
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2. LITERATURE REVIEW 

Financial management in the construction industry has many paths and ways, elements and factors, and 
concerns and issues regarding the process designing and engineering (Yana et al., 2015; Rodrigues & 
Bowers, 1996; Khang & Myint, 1999). For example, high pressure of clients on contractors, subcontractors, 
and even the consultant to achieve the required quality and time increases costs rise significantly (Yana et 
al., 2015; Rodrigues & Bowers, 1996; Khang & Myint, 1999). The design stage needs to identify 
complexity in each of its parts to achieve a successful execution and deliver the designed product with the 
lowest tolerance and using rare and/or expensive equipment, materials, and other resources optimally (Yana 
et al., 2015; Rodrigues & Bowers, 1996; Khang & Myint, 1999). On the other hand, some researchers such 
as James (2014) found that managing team members and their competencies contain most financial 
management factors in the construction industry, including managing human resources as a primary core 
subject (James, 2014). For instance, the subject assigned to employees’ wedges should be carefully designed 
(James, 2014). Also, experience, capabilities, and competencies have to match each employee's offered 
packages (James, 2014). Therefore, it is crucial to consider updated critical success factors and risks to 
improve the final modelling outputs in this research study. The values of these risks can be obtained by 
field experts (Mieg, 2009; Zimmermann & Eber, 2017; Flores-Colen et al., 2010). However, those experts 
are not sustainable in the same company due to the challenges of having a large number of expatriate 
workers in the United Arab Emirates (Naithani & Jha, 2009; AlMazrouei & Pech, 2015; Saheem, 2016). 
The work force in UAE, specially in the construction and project base industries, are contributing to 
organizations for a certain period (i.e. 1 year or more) (Naithani & Jha, 2009; AlMazrouei & Pech, 2015; 
Saheem, 2016). Those professionals are representing a wide cultural diversity (Naithani & Jha, 2009; 
AlMazrouei & Pech, 2015; Saheem, 2016). The experience they have is shaped based on projects, events, 
and jobs inside and outside the United Arab Emirates (Naithani & Jha, 2009; AlMazrouei & Pech, 2015; 
Saheem, 2016).  

Besides, the economic structure of the United Arab Emirates has been changed. It is changing to reduce 
construction cost for all executers in the private sector as a government financial initiative to minimize risk 
and enhance economic performance (Radhi 2009). Furthermore, construction financial management had to 
include risk assessment plans regarding value engineering of resulted products compared to the consumed 
amount of money and resources (Ibn-Homaid & Tijani, 2015). This is a significant issue, especially when 
the contractor fails the project execution stage and hand over the work to another contractor or holds it for 
some time; hence, it can affect banks' capability to finance construction projects and bankrupt companies 
(Ibn-Homaid & Tijani 2015). Thus, the value engineering assessment should consider that uncertainty, risks, 
inflation, profit, and industry costs should be included (Ibn-Homaid & Tijani, 2015). Value engineering 
assesses critical success factors of construction procurement effectiveness, project implementation, 
economic conditions, and government guarantees for optimum results of invested money and resource 
(Winter et al., 2006; Bari et al., 2012; Takim & Akintoye, 2002). Cost modelling became the most important 
priority to assess money invested in projects at pre-construction stages for reaching more value of the 
resulted executed project. Therefore, this research found that it is mandatory to provide cost risks values to 
all researchers and professionals, who are working in cost modelling and estimating fields in the United 
Arab Emirates. The provided values will be verified and validated for direct use in future analysis. The 
added value to this research study because cost risks are the main driving engine of cost modelling and 
estimation according to latest research studies. This can solve financial management, investment decisions, 
and value engineering challenges.   
 

2.1. Problem Statement  

Researchers and professional experts face a difficulty in obtaining residential project’ whole life cycle 

(PWLC) cost risks in the United Arab Emirates. It is challenging to collect the data and residential PWLC 

cost risks values are not provided in previous research. And the process is taking a long time to end with 

reliable and valid data. Future research and practical analysis require to have cost risks values to boost and 

support the expected outputs.       
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2.2. Research Aim and Significance  

This article aims to provide the first reliable and validated cost risks values of residential project’ whole 

life cycle (PWLC) in the United Arab Emirates. The significance of this research is to provide numerical 

values, representing UAE project’s condition, of the collected cost risks from previous literatures.  

 

3. RESEARCH METHODOLOGY 

This research is pure quantitative. The methodology of this research is to collect data from experts via 

55 face-to-face interviews. The responding rate is 27.5% of the 200 experts’ invitations. This is considered 

acceptable according to previous similar research in construction and built environment projects. The 

reliability and validity of the collected data followed, statistically, the correlation and regression modelling.  

 

4. DATA COLLECTION, RELIABILITY AND VALIDITY DESIGN 

This section of the research paper will detail how residential PWLC cost risks are collected and checked 

against the reliability and validity tests. The following parts of this section includes: (1) Data Collection 

Strategy, (2) Pilot Study, and (3) Experts’ Competencies. 

 

4.1. Data Collection Strategy 

This research will combine questioner surveys with interviews to extract the most accurate data from 

experts in the field. In order to justify this choice, it is required to conduct a survey questioner in this 

research to collect and record required data, including all details (Mason, 2010). However, the required data 

values in the designed survey can vary based on experts' understanding.  

It is also mandatory to ensure that contributors are experienced in the topic field (Tam et al., 2017). 

Therefore, it was required to ensure that all experts understand each variable and use their experience and 

knowledge to set a value for each risk. Researchers agreed that combining survey questioner with an 

interview forming face-to-face surveys is significantly effective and supporting data reliability (Galesic & 

Bosnjak, 2009; Burns et al., 2018; Fernández et al., 2012). The following part will explain how the data 

collection approach has been designed to end with accurate and valid data. 

To collect the required data, it is mandatory to ensure appropriate design of how to complete this process 

successfully (Krzywinski & Altman, 2013; Fanning, 2005; Wang, 2010; Testa & Simonson, 2009; Huang 

et al., 2015). This will ensure proceeding with appropriate analysis and reach a valid logical conclusion. 

This research paper will include in this part seven main stages to successfully design data collection. This 

will include (1) interview type, (2) interview questioner design, and (3) sample size. 

 

4.1.1. Interview Type 

Face-to-face interviews are proved by researchers to be the most effective, accurate, and having higher 

responding applicants; and it is considered as the first choice by most researchers using interviews for data 

collection (Forza, 2002; Filippini, 1997; Dillman et al., 2009; Trier-Bieniek, 2012; Barratt, 2012; Fernández 

et al., 2012; Harmeyer, 2010). This method's data can be recorded by video, voice, or survey approaches as 

desired (Forza, 2002; Filippini, 1997; Dillman et al., 2009; Trier-Bieniek, 2012; Barratt, 2012; Fernández 

et al., 2012; Harmeyer, 2010). Therefore, this research's data collection has been conducted using face-to-

face interviews before COVID-19 starts and because most interviewees preferred the traditional approach 

such as paper questionnaires and physical face-to-face interviews. 
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4.1.2. Interview Questionnaire Design  

It is compulsory to justify using questionnaire surveys and optimising its design. Surveys are an 

extremely useful and powerful tool to obtain information (Glasow, 2005). It is essential to design the survey 

format to optimize information extraction from respondents (Glasow, 2005; Fanning, 2005). This targets a 

smooth questionnaire with less confusion and an acceptable length (Herzog & Bachman, 1981). Paper 

questionnaires have several advantages, such as (1) the ability to ensure that the desired audience fills the 

questionnaire, (2) the ability to write notes on papers back, and (3) the ability to conduct the task in any 

place without technologies constraints and requirements. The disadvantages of paper questionnaires are 

including the additional costs to cover a wide geographical area and the sustainability impact (Yusof et al., 

2016). However, this research study uses recyclable papers to cover collecting information and data from 

the United Arab Emirates, only with no additional costs. So, the disadvantages of paper questionnaires have 

no negative impact on this research study.  

The survey questioner design in this research study has followed the optimum design requirements and 

format according to researchers’ recommendations to maximize the smoothness of data collection without 

fail or difficulties as the following (Fanning, 2005; Glasow, 2005; Herzog & Bachman, 1981; Hoddinott & 

Bass, 1986; Galesic & Bosnjak, 2009). 

• The cover page includes the study intentions and questions answering directions.  

• Figures and charts have been used to facilitate answering all questions within a short time. This research 

study gives interviewees the ability to answer three questions by providing one answer (i.e., risk, 

probability, and impact matrix). 

• The factor-grouping method is used for better understanding to avoid respondents’ confusion and to 

answer questions accurately. 

• The questionnaire presented all risks in a table to facilitate shifting between questions without getting 

lost. 

• The respondents designed the questionnaire to answer each question with one number chosen from the 

provided risk matrix. This will significantly reduce the required time for answering all questions (i.e., 

117 cost risks/variables). 

Next, this research uses the Project Management Institute (PMI) to have the right weight for each risk 

probability and its impact. PMI is involved in project management research and development. The original 

PMI risk matrix is divided into two impacts (i.e., Threats and Opportunities). This can create confusion for 

the data providers (i.e., experts). 

Therefore, the PMI original risk matrix's required adjustment, as shown in Figure 1. The adjustment is 

based on having threats and opportunities in one impact matrix instead of two. This will make it easier to 

put the absolute risk value based on its impact and probability without thinking about its negative or positive 

sign. The final modelling process will classify threats and opportunities based on mathematical modelling 

outputs signs (i.e., positive and negative). 

Finally, the used matrix in the face-to-face interview questionnaires needed experts to focus only on the 

probability and impact numbers of each risk factor. Color can be a source of distraction and/or a second 

approach to provide answers. Therefore, this research questionnaire decided to remove the colors from the 

final used questionnaire, as shown in Figure 2.   

 

 

http://www.carijournals.org/


Journal of Entrepreneurship and Project Management   

ISSN 2520-9116 (Online) 

Vol. 6, Issue No.1, pp 90 -114, 2021                                     www.carijournals.org 

94 
 

 

 

 

 

 

 

 

 

 

 

 

4.1.3. Questions Type  

In this research study, the structured interview is based on collecting specific data related to listed factors 
and variables (Reja et al., 2003). It is optimum to control collected answers with close-ended questions 
(Reja et al., 2003). In this research study, each question offers to select from a range of multiple choices 
(Reja et al., 2003). This is to ensure extracting accurate information after utilizing experts’ experience to 
serve this study. Table 1 shows how this research study satisfied researchers developed questionnaire 
questions analysis guidelines (Makienko & Bernard, 2012, p.143). 

Table 1. Adapted Questionnaire Questions Analysis Criteria against this research study Questions Design (Makienko & Bernard, 2012, p.143). 

Questionnaire Questions Analysis Criteria This research Study Questions Design 

1. “Based on the survey questions, what is its main 
goal?” 

To collect the required data used to build projects’ whole 
lifecycle final cost model. 

2. What main construct (dependent variable) this study is 
trying to measure? 

This study is trying to measure the cost risk value in the 
United Arab Emirates. 

3. “What other constructs is the survey trying to 
measure”? 

This study is trying to measure cost risks impact and 
occurrence probability in the UAE. 

4. “Do scales capture all domains of the main construct 
(main dependent variable)?” 

Yes, the given scale is based on the Project Management 
Institute PMBOK guideline 

5. “How many open-ended vs close-ended questions are 
in the survey? Are there too many open-ended 
questions?” 

All questions are closed—no open questions. 

6. “Are there any duplicate/unnecessary questions?” No, it has been insured through multiple revisions. 

7. “Are questions clear and easy to understand?” Very Clear, and the researcher will be available as an 
interviewer to clear any doubts. 

8. “Are there any sensitive questions?” No. All sensitive questions are considered optional after the 
pilot study. 

9. “Is the survey too long or too short?” It is considered long (i.e., 45 min). However, after the pilot 
study, it can be completed in more than one session. 

10. “Does the survey use the best format/layout?” Yes, following researchers’ optimum guidelines. 

11. Does the survey use the appropriate letter size? Yes, (Time New Roman) Font 12. No negative feedback was 
found about font during the pilot study. 

12. What research questions can be answered by 
analysing this survey? 

It will answer directly research question 1, and it is 
mandatory to answer research questions 2 and 3. 

13. What types of statistical analyses can be run based on 
available independent and dependent variables? 

Correlation and regression statistical analysis. 

Figure 1. Adjusted colored Project Management 

Institute (PMI) Risk Matrix. 

 

Figure 2. Final Adjusted Project Management Institute 

(PMI) Risk Matrix: Probability and Impact Matrix. 
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4.1.4. Sample Size  

Determining the sample size in the research data collection stage is mandatory and critical for statistical 

analysis (Cai & Hames, 2011).  

Although there is no clear specific justification of setting a fixed certain significance level (i.e., precision 

level) other than what is followed in statistical traditions according to researchers and published articles 

(Trafimow et al., 2018; Brunnström & Barkowsky, 2018; Pérez & Pericchi, 2014). The most common 

significance levels in the quantitative statistical research approach are usually 95% (Trafimow et al., 2018; 

Brunnström & Barkowsky, 2018; Pérez & Pericchi, 2014).  This research study is going to set the 

significance level as 95% (i.e., 1- α = 1- 0.05 = 0.95). This decision's validity will be clearer after knowing 

that previous research and publications proved that changing α from 0.05 to 0.005 makes no difference in 

the discussion and conclusion of any binary numerical system study (Trafimow et al., 2018; Brunnström & 

Barkowsky, 2018; Pérez & Pericchi, 2014).  

Previously published research studying construction factors and risks used 200 invitation sample size 

(Vidogah & Ndekugri, 1998). The valid responding percentage from all invited 200 experts was 27% 

(Vidogah & Ndekugri, 1998).  Researchers also found that after inviting 218 listed cost experts Royal 

Institute of Chartered Surveyors (RICS), the valid response rate increased to 31% (Elhag et al., 2005). On 

the other hand, the valid response rate was found equal to 30.5% of 285 invited construction experts in 

other similar studies of this research (Aziz & Abdel-Hakam, 2016). Moreover, in other construction factors 

literature, the higher invited sample is not necessarily increasing the responding rate percentage; for 

example, it was found that only 28.3 % responded after inviting 300 contractors’ top management (i.e., 

experts) to answer questionnaires related to construction factors (Shash, 1993). Published literature declared 

that most construction research studies invited 200 experts from the industry to answer their questionnaire 

and received back 20-30% of their 200 invitations (Akintoye & Fitzgerald 2000). These research considered 

this percentage range a valid criterion to accept the collected data in similar research studies (Akintoye & 

Fitzgerald, 2000). However, it is proved by previous research that increasing invitation-sample size, to 

include more than 200, has no considerable impact on responding rate percentages (i.e., acceptance 

criterion). The agreed acceptable responding rate percentage has been found between 20% to 31% of sent 

invitation quantities. Therefore, this research study sent invitations to 200 experts randomly. So, the 

acceptable sample size is expected to be between 40 (i.e., 20% of 200) to 62 (31% of 200) random samples. 

It will be covering the minimum requirements of quantitative statistical analysis (i.e., at least 29). This 

research has completed 55 face-to-face interview questionnaires with experts. The resulting responding 

percentage has been found 27.5%, almost within the top 90% of other similar studies’ acceptable 

percentages. Therefore, this research study is approved, and the valid sample size is 55 face-to-face experts’ 

interview questionnaires. 

 

4.2. Pilot Study 

A pilot study is essential in any research data collection to identify a good sample size; however, it is 

also essential to identify possible challenges and improvements (Ruiz et al., 2017; Toor & Ogunlana, 2009; 

Aziz & Abdel-Hakam, 2016; Viechtbauer et al., 2015). Determining the pilot study sample size can be using 

the “role of thumb” or by calculating it mathematically (Cocks & Torgerson, 2013, p.199; Kraemer et al., 

2006). Nevertheless, based on the researchers’ recommendations of similar studies, the pilot study sample 

size has been decided to equal 5% (i.e., 1 pilot sample of each desired 20 main samples) to optimize the 

results (Viechtbauer et al., 2015). Therefore, the pilot study has been decided to be 3 (i.e., between 1.5≈2 

and 3.1≈3 pilot samples) based on the chosen main sample size (i.e., 40 to 62). To ensure a valid pilot 
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sample size, further literature has been reviewed to support the chosen pilot sample. For example, similar 

research selected six samples for a pilot study representing 117 main sample sizes, including interviews 

and questionnaires (Aziz & Abdel-Hakam, 2016). This is equal to about 5% (i.e., 6/117=5.1%); however, 

the sample range was between 87 and 118 (i.e., 20% to 31% respond rate). Therefore, it is acceptable. 

Another similar study selected 6 pilot samples to represent the expected 115 main sample size (Toor & 

Ogunlana, 2009). However, the research ended with having six pilot samples representing 111 main sample 

sizes, including interviews and questionnaires (Toor & Ogunlana, 2009). This pilot percentage has shifted 

from 5.2% (i.e., 6/115) to 5.4% (i.e., 6/111), which is approximately 5%, and the actual main sample did 

not exceed the range higher limit. Other quantitative research selected 12 pilot samples to represent 230 

main validation samples (Ruiz et al., 2017). This result was found equal to 5.2% ≈ 5%. Therefore, it is 

acceptable to consider this research study piloting sample equal to 3 (i.e., 5%); however, the main sample 

size did not exceed the higher limit (i.e., 55 < 62).  

After improving the questionnaire and identifying all possible challenges, it is essential to consider this 

study's face-to-face interview questionnaire's final duration. The final validated questionnaire requires 45 

minutes to be completed. To validate this duration, it is mandatory to review previous research literature. 

So, researchers declared an interview could take 30 minutes up to several hours (DiCicco-Bloom & 

Crabtree, 2006). The United States Census Bureau concluded that each in-person interview questionnaire 

takes between 25 and 75 minutes (Bogen, 1994). Nevertheless, other researchers proved that most 

questionnaires have a duration of 10, 15, 20, and 30 minutes (Galesic & Bosnjak, 2009; Barnes, 2001). This 

is significant in maintaining the quality of collected data and maintaining a higher responding rate (Galesic 

& Bosnjak, 2009; Barnes, 2001). Therefore, this research study has an acceptable face-to-face interview 

questionnaire duration (i.e., 45 minutes). It maintains the quality of data collection and responding rate by 

offering an optional choice to complete the questionnaire in more than one session. This will ensure that all 

collected data in one session is not rushed and by interviewees choice. Moreover, it will ensure that busy 

interviewees' data collection quality (i.e., construction industry experts) is maintained as required. 

 

4.3. Experts’ Competencies 

Data collection in this research methodology design is based on 200 residential building project’s whole 

life cycle experts’ invitations. From previous similar studies (i.e., real estate development and construction 

project management), experts who have a related knowledge base and who have similar projects experience 

were used to provide acceptable data for research studies, including cost and duration variables 

(Zimmermann & Eber, 2017). Previous similar studies (i.e., buildings predictive maintenance criteria) 

accepted experts’ evaluations to draw a valid scientific research conclusion (Zimmermann & Eber, 2017). 

However, it is important to define experts and ensure that data providers for this research are valid and are 

satisfying the designed research methodology. According to the literature, choosing data collection experts 

is to “excellence” level of requested outputs (Mieg, 2009, p.92). Traditionally, researchers defined experts 

as people who can evaluate something better than anyone else because they know more than others in their 

specific knowledge (Zimmermann & Eber, 2017). Also, experts’ outputs are termed in literature as the “road 

to excellence” (Mieg, 2009, p.92). Researchers stated that assessment excellence in scientific research is 

the output of true expertise (Mieg, 2009). As a result, it is essential to understand the criteria of experts’ 

considerations for scientific studies (Mieg, 2009; Zimmermann & Eber, 2017; Flores-Colen et al., 2010). 

This is significant to ensure experts' assessment excellence level (Mieg, 2009). Commonly, experts’ 

evaluation validity is justified by reputation (Zimmermann & Eber, 2017). This reputation is called 

experience (Zimmermann & Eber, 2017). The experience is defined as the satisfactory number of successful 
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similar systems investigations to reach the ability to predict complex systems’ behaviour and estimate 

variables’ values within acceptable small margins (Zimmermann & Eber, 2017). In this research study, it is 

required to be more specific in identifying experts. First, from reviewed literature, the “10-year rule” 

requirement stated that experts need to study the area of knowledge for 10,000 to 50,000 hours before 

considering their reputation (i.e., expertise) (Mieg 2009, p.93). This is equal between 3.5 to 17 years based 

on 8 hours per day to reach maters level (Mieg, 2009). From another perspective, it is equal to 4.8 to 24 

years of studying the knowledge based on 40 hours a week and 52 weeks a year. In similar studies (i.e., 

built environment), researchers conducted and accepted 30 expert survey questionnaires; however, the 

experts' selection approach included two main criteria (Mieg, 2009). The first criterion is a higher education 

qualification (Mieg, 2009). It required a minimum of 5-years of university degree qualification (Mieg, 

2009). The second criterion is the number of years of specialized experience in addition to a university 

degree qualification (Mieg, 2009). Researchers classified experts with 5-year degree qualification plus 2 to 

7 years of related specialized experience as high experts (Mieg, 2009). On the other hand, they classified 

experts who have only a 5-year degree qualification, with high sensitivity to the research topic, as medium 

experts (Mieg, 2009). Therefore, this research study considers high experts as professionals with 5-year 

degree qualification and at least two years of related specialized experience. Moreover, considering medium 

experts as professionals with a 5-year degree qualification in engineering related to building environment 

knowledge (i.e., construction and operation) such as civil engineering, mechanical engineering, electrical 

engineering, construction engineering, and facilities engineering. Due to the large cultural and educational 

diversity in the United Arab Emirates, this research targeted only experts registered in built environment 

organizations (i.e., contractors, consultants, developers, and government). It is because the Ministry of 

Human Resources and Emiratization (i.e., Ministry of Labor) in the United Arab Emirates ensure the 

authenticity of degree certificates before issuing work permits and does not register engineers’ contracts 

unless the licensing authorities approve them (i.e., Abu Dhabi Municipality and Society of Engineers). This 

will ensure selecting valid experts who satisfy the minimum acceptable conditions, including authentic 

equivalated 5-year engineering degree qualification and approved relevant specialized experience as shown 

in figure 1. This research study invited 200 experts following the previous justified criteria and completed 

55 face-to-face survey interviews within acceptable response rate (i.e., 27.5%). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 3. Abu Dhabi Municipality License Sample to show official provided information to validate experts. 
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5. RELIABILITY AND VALIDITY RESULTS 

Correlation and regression analysis results will be detailed in the following parts to end with validated 

data (i.e., cost risks values). It is including (1) Data Correlation Analysis and (2) Data Regression Analysis.  

 

5.1. Data Correlation Analysis 

Correlation is defined as the measurement of a specific pattern of association (West et al., 2013). However, 

the association occurs when a scatterplot takes a pattern between two numerical variables (West et al., 2013). 

After validating data providers’ ability to contribute to this research study, three types of essential reliability 

criteria need to be satisfied. First, the statistical significance test of quantitative results is deciding the 

repeatability or replicability of these results during a particular period (Golafshani, 2003). This is the 

indicator of data strength. In correlation analysis, P-Value is the significance of hypothesis consideration. 

Second, measurement stability is an important type for testing quantitative results reliability (Golafshani, 

2003).  

This means that stable measurements over time are more reliable than unstable measurements 

(Golafshani, 2003; Rungtusanatham et al., 2003; Sauro & Lewis, 2012; Mohd et al., 2015). Stability (i.e., 

strength) can be defined as the correlation between 2 separate readings of the same subject (Vanderwal et 

al., 2021). Third, the similarity type of reliability can be defined as the average correlation of readings 

within a given condition (Vanderwal et al., 2021;). Correlation R-values range between +1 and -1 (Ratner, 

2009; DeSoto & Roediger, 2014). In correlation analysis, the r-value is the scatter strength and similarity 

indicator. The considered hypotheses for this research correlation analysis are listed as the following:  

Let, ρ represent the Correlation of Pearson Population, then 

HO:  ρ = 0, (i.e., No Correlation between variables),   

HI:  ρ≠0, (i.e., Correlation is available between variables) 

HO is true if the significance does not exist (i.e., P-value > 0.05). HI is true if correlation analysis showed 

significance P-value ≤ 0.05. This research is conducting all statistical analysis using the SPSS software 

program. 

As shown in the appendix correlation table, Linear Relationship Strength columns showed color coding 

representing correlation analysis p-value and the r-value. The p-value significance has been discussed 

earlier. However, it is important to understand the r-value representation. Although there is no specific rule 

for considering linear relationship classifications, this research has created the most appropriate based on 

reviewed literature.  

According to literature reviews, there is no linear relationship between data scatters if there is no 

significance (Ratner, 2009; Schober et al., 2018). However, a linear relationship exists if hypothesis HI is 

true (ρ ≠ 0) based on p-value ≤ 0.05 (Ratner, 2009; Schober et al., 2018). HI hypotheses will have a 

correlation analysis r-value between 0 and 1 for positive relationships and if correlation analysis r-value is 

between 0 and -1 for negative relationships (Ratner, 2009; Schober, Boer & Schwarte, 2018). It is weak if 

the r-value is between 0 to 0.3 and within (0) to (-0.3) (Ratner, 2009). It is moderate if the r-value is within 

0.3 to 0.7 and within (-0.3) to (-0.7) (Ratner 2009). Table 2 summarizes how Ratner (2009) classified linear 

data relationships based on Pearson's correlation coefficient r-value. It is strong if the r-value is within 0.7 

to 1 and within (-0.7) to (-1) (Ratner 2009). 
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Table 2. summarize how Ratner (2009) classified data linear relationships based on “Pearson's correlation coefficient” r-value. 

Pearson's correlation coefficient r-value Linear Relationship Classification 

P-Value >0.05 

No significance 
No linear relationship 

0 to 0.3 and 0 to -0.3 Weak linear relationship 

0.3 to 0.7 and -0.3 to -0.7 Moderate linear relationship 

0.7 to 1 and -0.7 to -1 
Strong linear relationship 

 

 

Other researchers have included more than 3 classifications, as shown in Table 3 (Schober, Boer & 

Schwarte 2018). It is including 5 strength classifications of linear relationships (Schober, Boer & Schwarte 

2018). 

Table 3. summarize how Schober, Boer and Schwarte (2018) classified data linear relationships based on Pearson's correlation coefficient r-value. 

Pearson's correlation coefficient r-value Linear Relationship Classification 

P-Value >0.05 

No significance 
No linear relationship 

0 to 0.1 and 0 to -0.1 Negligible linear relationship 

0.1 to 0.39 and -0.1 to -0.39 Weak linear relationship 

0.4 to 0.69 and -0.4 to -0.69 Moderate linear relationship 

0.7 to 0.89 and -0.7 to -0.89 Strong linear relationship 

0.9 to 1 and -0.9 to -1 
Very Strong linear relationship 

 

 

Previous cash flow literatures divided correlation strength based on weak (i.e., 0% to 33%), average (i.e., 

34% to 66%), strong (i.e., 67% to 90%), and very-strong (i.e., 91% to 100%) (Konior & Szóstak, 2020).  

Therefore, this research study created its most suitable linear relationship strength classifications, 

including color coding and justification remarks, based on the previously reviewed literature, as shown in 

table 4. 

The validity of quantitative research is based on the final useability and accuracy (Golafshani, 2003; 

Almquist et al., 2014). According to positivists, validity can be quantified based on testing the mathematical 

and measurement models to check if the research outputs can measure what it is intended to measure 

(Golafshani, 2003).  

This research ensured to include most of its data reliability stability as strong as possible. Therefore, this 

stage is assumed valid for further analysis in regression modelling as per literature recommendation (i.e., a 

correlation exists) (Ratner, 2009; Schober et al., 2018). 
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Table 4. Color coding of data linear relationships based on Pearson's correlation coefficient r-value. 

Pearson's correlation coefficient r-value 
Linear Relationship 

Classification /Color coding 
Remarks 

P-Value >0.05 

(No significance) 

And within 

(0) to (0.3 >) and 

(0) to (-0.3 >) 

No linear relationship 

 

This is because researchers agreed that there is no relationship 

if there is no significance and the relationship is neglectable or 

very weak within (0) to (0.3 >) and (0) to (-0.3 >) 

(0.3 ≥) to (0.5 >) and 

(-0.3 ≥) to (-0.5 >) 
Weak linear relationship 

There is a debate about considering moderate linear 

relationships if r-value is between 0.3 to 0.4.  

So, this research is considering r-values within  

(0.3 ≥) to (0.5 >) and  

(-0.3 ≥) to (-0.5 >)   

as weak linear relationships 

(0.5 ≥) to (0.7 >) and 

(-0.5 ≥) to (-0.7 >) 
Moderate linear relationship 

All reviewed literatures agreed on that r-values within  

(0.7 ≥) to (1) and  

(-0.7 ≥) to (-1)  

is strong linear relationships. So, this research is considering 

moderate linear relationship for r-values within  

(0.5 ≥) to (0.7 >) and 

(-0.5 ≥) to (-0.7 >) 

(0.7 ≥) to (1) and 

(-0.7 ≥) to (-1) 
Strong linear relationship 

 

5.2. Data Regression Analysis 

The final step in validating experts collected data is the regression analysis. The stability-similarity 

relationship is conducted based on the significance P-Value between the dependent variable with each of 

its independent variables (Vanderwal et al., 2021; Golafshani, 2003). This research is approaching stability-

similarity relationship by ensuring the significance between risks and their impacts/probabilities as shown 

in the appendix regression table. Linear regression analysis will be conducted for each risk variable using 

SPSS software to satisfy equation 1 and Table 5. This will include the risk’s value as a dependent variable, 

while the independent variables will impact its probability values. 

 

Y = β0+ βprob Xprob + βimp Ximp+ ξ                                         (1) 

 

Y = the Risk dependent Variable of each factor. 

Xprob & Ximp = the probability and impact independent Variable of each factor. 

βprob & βimp = the Linear Regression Coefficients for Xprob and Ximp, respectively of each factor. 

ξ = the Error (Equal Zero because it is not time-based). 

 

Table 5. Regression Mandatory Error Assumptions Validation Requirements (Kadiyala, 1970; Nazif et al., 2016; Jafarzadeh et al., 2015). 

Regression Mandatory Error Assumptions Validation Requirements 

1. The error’s probability distribution of the regression should be normally distributed (i.e., Bell-shaped). 

2. The error’s population mean value (µε) must equal to zero. 

3. The error’s variance (δ2) must be constant for all independent X values 

4. The errors must be independent for all dependent Y values 
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The appendix regression table has multiple color coding for two columns (i.e., R-Square and Number of 

Outliers columns) as explained in Table 6. It is important to highlight outliers to track the minimum 

acceptable data sample size. Therefore, there are four color codes under the (Number of Outliers) column. 

The minimum acceptable sample response rate was concluded from literature is 40 response out of 200 

invitations (Akintoye & Fitzgerald, 2000; Vidogah & Ndekugri, 1998; Elhag et al., 2005; Shash, 1993). 

This research has completed 55 face-to-face survey interviews. So, the optimum scenario is to use all 55 

samples in the final regression model.  

It is then important to understand the meaning of the R-Square value in regression analysis and classify 

its readings. According to researchers, R-Square should be analyzed using the goodness of fitness (i.e., 

GOF) approach (Petroutsatou & Lambropoulos, 2010). This approach states that a regression model’s R-

Square has an acceptable percentage if the goodness of fitness measure meets the required criteria 

(Petroutsatou & Lambropoulos, 2010). R-Square's criterion is to have acceptable goodness of fitness index 

(i.e., GFI) ratio (Petroutsatou & Lambropoulos, 2010). This ratio is based on considering R-Square values 

from zero to one (Petroutsatou & Lambropoulos, 2010). The model is considered not fit and does not 

represent the sampled population if the GFI ratio equal to zero (Petroutsatou & Lambropoulos, 2010). The 

model is a perfect fit if the GFI ratio is equal to one (Petroutsatou & Lambropoulos, 2010). Researchers 

consider the R-Square value is the goodness of fit index ratio (Petroutsatou & Lambropoulos, 2010). The 

acceptable recommended criterion set by previous literature is to have R-Square (i.e., GFI) ≥ 80% (0.80) 

(Petroutsatou & Lambropoulos, 2010). Only one risk (i.e., concessionaire's inability) had an R-Square value 

of less than 80% (i.e., 63.2%), as shown in the appendix regression table. According to researchers, this 

issue required deeper investigation because it is an essential cost risk (Alzahrani, 2015; Trangkanont & 

Charoenngam, 2013). It is also found that researchers in previous housing cost risks modelling literature 

declared that the concessionaire's inability must be assigned to the private organization (Trangkanont & 

Charoenngam, 2013). This cost risk shall be included in the final cost estimation model because this 

research study includes all client types. It is recommended to conduct future research about this risk value 

using the private sector’s experts in the UAE. 

Table 6. Regression analysis color coding criteria used. 

Column  Color coding criteria Column  

Number of Outliers No Color = Zero outliers Full collected sample is used 

Number of Outliers 13 ≥ Outliers ≠ Zero 
Minimum acceptable sample response = 42 

42 ≤ Sample size 

Number of Outliers 13 < Outliers ≠ Zero ≤ 25 
30 < Sample size < 42 

(Color code criterion has not been met) 

Number of Outliers 25 < Outliers ≠ Zero 
30 > Sample size 

(Color code criterion has not been met) 

R-Square R-Square < 80% Only 1 found 

R-Square 80 ≤ R-Square < 90% - 

R-Square R-Square > 90% - 

 

Durbin-Watson's value is ranging from 0 to 4 (Nazif et al., 2016; Jafarzadeh et al., 2015). However, 

according to researchers, it is important to keep the Durbin-Watson value as close as possible to 2 (i.e., 

complete avidness of autocorrelation) (Nazif et al., 2016; Jafarzadeh et al., 2015). It is impossible to have 

data Durbin-Watson exactly equal to 2 (Nazif et al., 2016; Jafarzadeh et al., 2015). However, it can be as 
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close as possible to be considered autocorrelation with no-impact or neglectable impact on data sets (Nazif 

et al., 2016; Jafarzadeh et al., 2015). Mathematically, values above 1.5 can be approximated to 2 (i.e., X ≈ 

2, if X > 1.5). And values below 2.5 can be approximated to 2 (i.e., X ≈ 2, if X < 2.5). Therefore, the outliers 

had to be removed to keep the Durbin-Watson value between 1.5 to 2.5 (i.e., 1.5 < Durbin-Watson < 2.5) 

for avoiding any autocorrelation within the analysis results (Nazif et al., 2016; Jafarzadeh et al., 2015). 

 

6. CONCLUSION AND RECOMMENDATION 

To sum up, this article identified and validate 117 cost risks values for residential project’s whole life 

cycle. The process of data collection, analysis, and validation has been discussed including (1) data 

collection strategy, (2) experts’ competencies, (3) data correlation analysis, and (4) data regression analysis. 

6.1. Originality 

According to the best knowledge of the author, there is no previous research identified reliable and valid 

residential project’s whole life cycle cost risks values in the United Arab Emirates. 

6.2. Theoretical Implications 

The outputs of this article can by used in a wide range of quantitative analytical project management 

research which is related to residential projects’ cost and risk modelling. Also, the used approach can be 

utilized to identify the values of cost risks of other projects types in many regions. 

6.3. Practical Implications 

Project management professionals can us the output of this research as an initial risk value for each 

identified risk. Then, they can use the regression equation of each risk to update the risks over the project 

time based on the changes happening in the risk’s impact/probability. 

6.4. Limitations and Future Research Recommendations 

The following limitations are highlighted for future research consideration:  

1. The collected data was based on experts’ face-to-face survey interviews. It is recommended to 

investigate the model response after using different sample size for data collection.  

2. This research developed the final model for residential projects WLC including all private, public, and 

public-private projects’ experts together to collect data risk values. This caused an argument, to the 

inability-to-concessionaire risk. The risk proved essential for building construction projects except that 

it is clearly mentioned in a PPP (i.e., public-private-projects) study to allocate inability to 

concessionaire risk to private projects only. This research has justified its data because most of the 

chosen experts are from the public sector. Therefore, future research is recommended to investigate 

distinguishing between private, public, and public-private residential projects when collecting data 

from experts.  

3. These research outputs (i.e., system dynamics PWLC cost modelling) is restricted to residential 

projects in the United Arab Emirates. This is because it is built, validated, and verified using the UAE 

residential project industry's data solely. It is recommended to investigate cost risks values of other 

different project’s types, including residential buildings (excluding in UAE), hotel buildings, 

commercial buildings, industrial buildings, and infrastructure projects. Each project type study can be 

done in many regions. 
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